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Letter from the Director of the

Bureau of Transportation Statistics

my, entering the production of every good

and service and accounting for the high
level of mobility that is an essential ingredient of
our daily life. The President and Congress, in
establishing the Bureau of Transportation Statistics
(BTS) as a modal administration within the U.S.
Department of Transportation (DOT) in 1991, rec-
ognized the critical need for accurate, reliable,
timely information and a knowledge base to sup-
port a safe, efficient, dependable, and environmen-
tally benign transportation system that serves all
Americans. With that in mind, we are creating and
making available transportation information to
support improved decisionmaking and public poli-
cy formation, in addition to facilitating the transi-
tion of the broader transportation community into
the rapidly emerging Information Age. Taking
advantage of state-of-the-art information technolo-
gies and organizational opportunities in this era of
government reform, which stresses accountability
and performance, BTS is organized to respond to
the current and emerging needs of its customers.

T ransportation is the lifeblood of our econo-

As a statistical agency, BTS addresses its mis-
sions from three perspectives. First, are we mea-
suring the right things? This is particularly crucial
in a world where transportation services and the
socioeconomic, technological, and institutional
context in which transportation operates are
changing rapidly. Second, are we measuring things
rightly? This pertains to our work on statistical
guality and our research to develop improved mea-
sures of such concepts as costs, benefits, etc. Third,
what does the information mean? The Trans-
portation Statistics Annual Report and National
Transportation Statistics, along with other BTS
reports are our interpretive efforts in this area.

In creating the Journal of Transportation and
Statistics (JTS), I seek to provide an instrument for
open, scientific, and scholarly exchanges that
hopefully will aid us in the above missions and in
advancing the state of knowledge about trans-
portation in a free society. The purpose of this new
journal is to advance the art and science of trans-
portation information to better serve society’s com-
mon goals. But the JTS will not engage in policy
advocacy. Strive as we may to present information
and analysis objectively and to steer clear of policy
positions, it is inevitable that information will
occasionally attract political controversy. To
ensure the impartiality of the JTS, | have selected
an editor-in-chief and distinguished editorial board
largely from outside of the U.S. government. Of
course, DOT is well represented on the editorial
board, and the active participation of the various
Department administrations will be essential if the
journal is to achieve its goals. | have deliberately
chosen the vast majority of the editorial board
members from among the most eminent scholars in
transportation outside of government in the United
States and abroad, in the hope that they will keep
the JTS on a true course regardless of how the
political winds may shift about them.

We will publish the JTS biannually at first, with
the intention of producing a quarterly journal if the
volume and caliber of research papers submitted
will support it. The JTS will be priced affordably to
serve a broad spectrum of members of the trans-
portation community. We will encourage partici-
pation from government, academia, and industry.
All articles will be peer-reviewed by highly quali-
fied scholars, and the decision to publish will be
based on technical merit and contribution to the
goals of the journal.



I intend the JTS to serve BTS’s core responsibil-
ities of compiling, analyzing, and making accessi-
ble information on the nation’s transportation
systems, while at the same time developing the
understanding necessary to ensure that the infor-
mation developed is relevant and meaningful, and
that it is efficiently and effectively obtained and
disseminated. The JTS will serve as a forum for the
latest developments in transportation information
and data, theory, concepts, and methods of analy-
sis relevant to transportation systems and their
roles in society, the economy, and the environment.
It will provide a unique venue for studies that: 1)
present new sources of transportation information,
2) deal with the science of collecting, evaluating,
managing, and disseminating transportation infor-
mation, 3) analyze information to provide insights
for public and private decisionmaking, and 4)
advance theory and methods relevant to all three

Vi

subject areas. The JTS will also include method-
ological and empirical studies analyzing trends,
measuring the performance of transportation sys-
tems, or developing key indicators.

Like many BTS undertakings over its first few
years, the Journal of Transportation and Statistics
is to some extent an experiment. Developing the
information needed to make just and effective deci-
sions about transportation is an enormously
important duty. | recognize that there are and will
be threats to the continued existence of the Journal
and to its success. | am counting on the diligence
and integrity of the editorial board to guide and
protect it. I am asking the community of trans-
portation researchers to support it.

T.R. Lakshmanan



Meta-Analysis for Explaining the Variance in Public Transport

Demand Elasticities in Europe

PETER NIJKAMP
GERARD PEPPING

Free University

ABSTRACT

Results from past studies on transport demand elas-
ticities show a large variance. This paper assesses
key factors that influence the sensitivity of public
transport users to transport costs in Europe, by car-
rying out a comparative analysis of the different
elasticity values of demand for transport that are
being used in some of the different Member States.
Our empirical base is elasticity studies in Norway,
Finland, the Netherlands and the United Kingdom.
The paper identifies a set of potential factors caus-
ing variances between results of different studies.
An indepth rough set analysis of causes of variances
between elasticity values across the four countries is
presented. Our analysis supports the literature,
which indicates that the difference between aggre-
gated, empirical-based research methods and the
use of disaggregated choice models, as well as
model assumptions, explain the variance in elastici-
ty values across studies. It also appears that the
country involved, the number of competitive
modes, and type of data collected are important fac-
tors in accounting for the size of elasticities.

Professor Peter Nijkamp, Department of Regional Economics,
Free University, De Boelelaan 1105, 1081 HV Amsterdam,
The Netherlands. Email: pnijkamp @econ.vu.nl.



INTRODUCTION

Public authorities in many countries have an in-
creasing interest in the financial side of the trans-
port system. Various agencies involved with the
provision of transport infrastructure are faced with
a mismatch between supply and demand. On the
one hand, we observe endless traffic jams on main
arteries and in urban areas, but on the other hand
we also witness empty motorways in more periph-
eral areas. It is increasingly recognized that the price
mechanism is not properly used to ensure a balance
between supply and demand. However, the intro-
duction of market principles in transport policy
does not mean an automatic panacea for all friction
in the transport systems under all circumstances, as
we have different types of travelers, different (com-
peting and complementary) modes, different travel
motives, different goods, different time horizons,
different distances to be bridged, and different (site-
specific) travel conditions. So we need to have more
insight into behavioral responses.

Easily the most important parameter for under-
standing how pricing policies will affect transport
demand is the price elasticity of demand. This elas-
ticity expresses the change in demand induced by a
change in price. More precisely, it is defined as the
ratio of the relative change in demand and the rel-
ative change in price. Public transport operators
use price elasticities to assess the behavioral impli-
cations of a change in the fare system. It is also
used by fiscal authorities to estimate the financial
revenue consequences of a rise of gasoline taxes in
the private transport sector. Furthermore, it is used
to make assessments of the sensitivity of car drivers
to a toll system (bridges, tunnels, toll roads). More
recently, price elasticity has gained much populari-
ty in the context of road pricing proposals in many
countries, through which not only the private but
also the social costs of surface transport might be
incorporated in the travelers’ decisions.

In the past years, several studies in European
countries have assessed price elasticities of demand
in the transport sector. There is a great diversity of
empirical results. Clearly, most investigations have
been made on a noncontrolled basis, so that the
comparability of the results of these studies is
rather feeble. Nevertheless, it makes sense to ana-
lyze the differences in statistical results more care-

fully, in order to identify commonalities and site-
specific differences more precisely. This would also
allow for more transferability of results under cer-
tain conditions.

In this context, meta-analysis may play an
important role. Meta-analysis has been developed
as a tool for comparing and synthesizing results
from different studies with a similar goal in the
natural sciences, and has increasingly found its
position in the social sciences (e.g., experimental
psychology and economics). (For more details, see
Van den Bergh et al 1997.) This methodological
tool offers opportunities for comparing different
findings and will hence also be used for a compar-
ative statistical exercise on cost elasticities in the
transport sector in different European countries.

The aim of this paper is to assess key factors that
influence the sensitivity of public transport travel-
ers to transport costs in Europe, by carrying out a
comparative analysis of the different elasticity val-
ues of demand for transport that are being used in
some of the different Member States.! This com-
parative analysis is based on a meta-approach
called rough set analysis.

The paper is organized as follows. The next sec-
tion covers earlier reviews of elasticity studies and
their main results. These reviews tell us the extent
of the knowledge on elasticity values for European
countries. Next, an indepth analysis of possible
causes of variances between elasticity values across
four European countries (Norway, Finland, the
Netherlands and the UK) is presented. This section
is followed by an introduction to the meta-analyt-
ic method used in our study, rough set analysis.
The application of this technique to our European
database takes place in the next section. Finally, the
main conclusions and recommendations following
from our analysis are presented.

EXISTING ELASTICITY REVIEWS

In the past, numerous studies have been carried out
that aimed to assess values of transport elasticities.
Many methods have been used in these studies.
The European Commission (1996) provides the

1 The data used for this empirical application have been
obtained from the EXTRA research project (1996-97) in
the Transport Programme of the European Commission.

2 JOURNAL OF TRANSPORTATION AND STATISTICS JANUARY 1998



following list of the different sources where elastic-

ity values can be found, or the different method-

ologies for the estimation of elasticity values.

m Before and after surveys: assessment of elastici-
ties by comparing demand before and after a
price change.

m Aggregated time series analysis: use of econo-
metric models based on monthly, quarterly, or
annual data.

m Aggregated cross-sectional data: use of data col-
lected for a single time period.

m Aggregated time series and cross-sectional
analysis: use of pooled time series and cross-
sectional data.

®m Disaggregated cross-sectional analysis: use of
data collected from economic subjects like
households and individuals.

® Hypothetical market research: inference of elas-
ticities from expressed travel behavior.

® Model-based elasticities: derivation of elastici-
ties from (computer) models of travel behavior
with respect to price change.

Extensive literature reviews have been undertak-
en by Goodwin (1988, 1992) and Oum et al
(1990, 1992). Between them they probably cover
most of the work up until the time of their reviews.
Two other important literature reviews are a report
commissioned by the Department of Transport in
Britain (Halcrow Fox 1993) and a report of the
European Commission (1996). Also, Luk and
Hepburn (1993) provided a useful addition, while
a more recent review is Espey (1996). Although
none of these review studies explicitly focus on
public transport, they face the same problem as in
the underlying study.

In these historical reviews, elasticities have been
summarized in various ways, generally without
discussing the different ways the elasticities have
been estimated, although the authors of the
reviews cited here are aware of these problems. For
example, Goodwin (1988, 1992) lumps various
estimates of the same mode to calculate a total
mean fairly uncritically, taking all results by equal
merit, apart from a few studies that were omitted
due to “incomprehensibility or absurdity.”” He then
subdivides the elasticities according to data type
and length of period. Oum et al (1990, 1992) do
not calculate means of elasticities, but list the

whole range of estimates. In their World Bank
working paper, they present subjective “most like-
ly”” ranges of elasticity values of demand for vari-
ous travel modes.

Across the studies, there is much diversity in
modes included, type of data, and methods of esti-
mation. In addition, there is great variety in the
geographical diversity. In view of the discussion in
Oum et al, the estimated elasticities are not direct-
ly comparable. Even though mode choice elastici-
ties may be distinguished from market demand
elasticities, the various mode choice elasticities may
not be comparable due to the inclusion of different
alternative modes. For example, bus as an alterna-
tive to car may be different according to frequency;,
comfort, and speed. Estimated mode choice elas-
ticities would then differ.

Therefore, generalizing the value of an estimat-
ed elasticity to different circumstances is a dubious
practice. The same can be said about calculating
the mean of elasticities from different studies.

On the other hand, when numerous studies are
carried out with different data, and models give
similar values for an elasticity, the result may be
regarded as robust. The conclusion of Oum et al
(1992) that the demand for car usage and urban
transit are unambiguously inelastic is therefore
strongly supported. If, however, the choice of poli-
cy in a particular situation is dependent on precise
estimates of elasticities, estimation of elasticities
should be undertaken.

Oum et al (1992) identify a number of issues
that can cause different elasticity estimates, which
they believe warrant attention. The most impor-
tant of these are the presence of intermodal com-
petition, the use of different functional forms, and
different locations. It is concluded that: *“While
some generalisations, particularly on demand elas-
ticities of car usage and public transit are possible,
across-the-board generalisations about transport
demand elasticities are impossible.”

Most of the elasticities in these reviews are
derived from empirical studies. An alternative way
of estimating elasticities is by using disaggregated
travel demand models, which is the case for some
of the surveys in the applied meta-analysis present-
ed in this paper. Such models can produce estimate
of elasticities for not only mode-specific elasticities

NIJKAMP & PEPPING 3



for different purposes but also for different seg-
ments of the population. However, it should be
noted that values from travel demand models are
often very different from those in empirical studies.

Halcrow Fox (1993) concludes that those litera-
ture values, i.e., based on empirical studies, are
50% to 200% higher than model elasticities. The
main reason for this is that the results from models
depend on a limited number of variables and thus
do not allow for all the many causes of variation
that exist in reality. Empirical values, however, are
more likely to include the system effects, within a
specific timeframe. This leads Halcrow Fox to con-
clude that model elasticities should be treated as
minimum values.

POTENTIAL CAUSES OF VARIANCE BETWEEN
ELASTICITIES IN DIFFERENT REGIONS

In this section, we focus on the fact that choices
regarding different aspects of research on transport
demand elasticities may have impacts on the size of
the estimated elasticities. From theory, we can
derive criteria that can be used to evaluate the
results of different elasticity studies. Such a check-
list of criteria can be used to evaluate the differ-
ences between similar elasticities by means of
meta-analysis. In this section, these criteria are sys-
tematically described. But first we turn to the fun-
damental issues that determine the definition of the
elasticity.

Definition of the Elasticity

This criterion relates to the type of elasticity mea-
sured. Various types of transport elasticities exist.
The most important distinctions are own-price ver-
sus cross-price elasticities, regular versus mode-
choice elasticities, and the definitions of the
dependent and the independent variables.
® Own- versus cross-price elasticities. Instead of a
demand for travel in general, demand for specif-
ic modes may be studied. Mode-specific demand
leads to mode-specific elasticity values. The elas-
ticity of one mode of transport with respect to
its own price is called own-price elasticity. The
elasticity of one mode of transport with respect
to the price of another is called cross-price elas-
ticity. Since a price increase for a mode will tend
to reduce demand, the own-price elasticity val-

ues are negative. The cross-price elasticity values

are normally positive. An increase in the price of

one mode of transport will transfer some of the
demand to the other modes.

®m Regular versus mode-choice elasticities. For
mode-specific elasticities, it is important to dis-
tinguish between mode-choice and regular
demand elasticities. Mode-choice elasticities
express the change in demand for one mode
given a fixed demand of traffic for all modes.

They do not take into account the change in

price on the aggregated volume of traffic. Mode-

choice elasticities are therefore a lower limit to
regular demand elasticities.

® The dependent variable. Travel demand may be
defined as travel volume (e.g., number of trips),
modal choice, route choice, etc.

® The independent variable. In principle, three
explaining variables can be used on the basis of
which elasticities can be calculated: travel cost,

travel time, and income. These variables show a

high level of heterogeneity (e.g., perceived trav-

el time in a bus is different from waiting at a bus
stop; the issue of generalised costs).

In this paper, we restrict ourselves to own-price
regular elasticities, where the dependent variable is
travel volume and the independent variable is
travel cost.

Nature of the Elasticity

Important aspects of the nature of the elasticity

are:

®m Ordinary versus compensated elasticities. Of
theoretical interest is the difference between
Marshallian or ordinary and Hicksian or com-
pensated elasticities. In the first case, no com-
pensation is given for a price rise. In the case of
compensated elasticities, compensation is given
so that the utility level is constant. No direct
compensation is usually given in real life,
though in the case of tax increases, indirect com-
pensation can take place in the shape of better
roads, etc.

® Demand measurement unit. A distinction must
be made between measurement of demand in
number of trips, distance traveled, etc.

m The specific market segment. The transport
demand market can be segmented to different

4 JOURNAL OF TRANSPORTATION AND STATISTICS JANUARY 1998



population classes with different sensitivities to
policy measures. Also, a distinction can be made
between travel motives. The purpose of travel
may have an influence on elasticities. Travel to
work is expected to be less elastic than travel for
leisure purposes, since the latter can be canceled
more easily. Elasticities for rush-hour travel
(peak) should ideally therefore be distinguished
from off-peak elasticities.

Size of Choice Possibilities

In general, the level to which substitution is possi-
ble is an important potential factor influencing the
size of a given type of elasticity. Substitution can be
defined as a change in choice behavior (e.g., modal
choice and route choice) in order to maintain the
existing activity pattern as much as possible. If sub-
stitution is possible, it may be expected that the
resulting elasticities are higher than when no sub-
stitution is possible. Important aspects are:

m | evel of aggregation over alternatives. The level
of aggregation over alternatives is important for
the evaluation of the size of the elasticities. The
higher the level of aggregation, the less the num-
ber of substitutes. We then expect a lower elas-
ticity. In addition, aggregation will lead to
averaging out the underlying variation in the
elasticities, as no allowance is made for the het-
erogeneity of the alternatives to be chosen. For
example, price elasticities may differ between
the train and bus modes. For an effective differ-
entiated price policy, it is necessary to have
insight into the underlying elasticities.

® Time horizon. The possibilities to react to
changing transport conditions will in general be
larger in the long run than in the short run,
because in the long run variations in location
choice and asset holding resulting from chang-
ing transport conditions may also take place.
Therefore, long-term elasticities are expected to
be higher than short-term elasticities.

® Travel distance. It is plausible that there are dif-
ferences in the sensitivities to price change
between short trips and long-distance trips.
Therefore, the geographical coverage of mobili-
ty surveys is an important factor.

®m Choice possibilities. An important reason for
the existence of low elasticity values in various

studies is that many people do not have a choice
possibility, implying that the share of these trav-
elers in the sample investigated co-determines
the size of the elasticities.

m Other factors. From economic theory we may
derive several other factors that influence the
estimated size of elasticities. For example, there
is the hypothesis that travelers often have
incomplete information on the real costs and
travel times. These uncertainties imply that peo-
ple not only react on the basis of true travel
costs and travel times, but also on expected trav-
el costs and travel times, and the associated risk
that their expectation is wrong.

Model Specification

From the type of research methodology, we may
derive criteria for the evaluation of elasticities. The
important ones are:

m Point versus arc elasticities. The elasticity
defined by the product of the derivative and the
ratio of price demand at a point on the demand
function is called a point elasticity. An elasticity
can also be estimated by the change in demand
induced by a finite change in price. This is an arc
elasticity. Both elasticities may differ from each
other when the demand curve shows a changing
elasticity value. In general, arc elasticities are
more suitable when one wants to know the con-
sequences of a relatively large change in price.

m Aggregated and disaggregated models. The most
important criterion is likely to be whether the
model used is an aggregated or a disaggregated
model. Aggregated models do not make an
allowance for individuals who make choices
based on specific circumstances. Therefore,
problems related to methods of aggregation may
cause significant biases in the elasticities. In
most cases, this will lead to lower elasticities
resulting from aggregated models in comparison
with disaggregated models. In addition, aggre-
gated models do not make an allowance for the
large variation in mobility behavior of individu-
als, even within groups with similar characteris-
tics. In other words, the use of aggregated
models is based on a low level of variation in
(aggregated) behavior, which causes a less pre-
cise estimation of model parameters.

NIJKAMP & PEPPING 5



® Number of competitive modes taken up in the
model. In addition to real-world choice possibil-
ities, the number of modes included in (choice)
models when they are estimated can have an
influence on the elasticity values. Of course, this
is a matter of proper modeling, but usually there
are discrepancies between real-world choice
possibilities and those represented in a model.

m Control for other factors. In many cases, two
situations are compared and it is concluded that
a policy measure has led to a certain change in
mobility behavior. However, other (external)
developments may have had an impact on the
dependent variables, and it is, therefore, impor-
tant to verify this.

® The functional form of the model. The func-
tional form of the model used can, in a number
of respects, influence the size of elasticities.
Different model types may also generate differ-
ent elasticity types. A model may allow for a
distinction between generation and substitu-
tion effects (gross and net substitution). Some
models yield higher elasticities when changes
in the independent variables, like transport
price, are higher. Dynamic models allow for an
explicit modeling of short-term and long-term
effects.

Criteria Derived from the Data

®m Type of data source. Various data types exist:
cross-section, time series, panel, and stated pref-
erence data. The use of these data has different
consequences for the size of the estimated elas-
ticities. For example, it appears that elasticities
based on cross-section data are often higher
than elasticities based on time series data. Also,
it appears that elasticities based on stated pref-
erence data are higher than cross-section data,
unless they are re-scaled. Therefore, a proper
recording of the data source from which elastic-
ities are calculated is of great importance. In
addition, other aspects related to the data source
are important.

®m The operationalization of the variables. Even
slight differences in definitions of income, trans-
port price, and travel times (e.g., monetary or
generalized travel costs) may cause significant
differences in the estimated elasticities.

m Actual level of travel costs. As already men-
tioned, the level of travel demand may show a
relationship to travel cost with a changing elas-
ticity value on this curve. It is plausible that
travel demand becomes more sensitive to
changes in transport costs when these costs are
already relatively high.

m General problems with the data source. If there
are general problems related to the data source,
this should be properly recorded. For instance,
results from panel data may be influenced by
selectivity in panel attrition.

m Year of collection of the data. In general, the
sensitivity to price change is likely to vary over
time, especially when there are large time peri-
ods between measurements (more than 10
years). In past decades, the role of transport has
rapidly increased in the whole society.

QUALITY OF RESEARCH

In addition to the theory used, the model specifica-
tion, and the data used, it is important that the
research from which elasticities are derived meets
some quality standards. We take into consideration
here:

m Statistical techniques used. It is important to
verify that appropriate methods of estimation,
given the nature of the data and model struc-
ture, have been used for the determination of
parameter values, and whether chosen tech-
niques are correctly applied.

m Sample size. The size of the sample determines
the level of representativeness of the results of
the study for the population investigated.

From the considerations set out above, it should
be clear that elasticities estimated with different
methods under different circumstances are not nec-
essarily comparable. We may formulate from this a
list of items on the basis of which we will apply a
meta-analysis. The aim is to assess the most impor-
tant aspects responsible for the variation of elastic-
ity estimates between the different studies in the
countries investigated.

6 JOURNAL OF TRANSPORTATION AND STATISTICS JANUARY 1998



META-ANALYSIS IN THE CONTEXT OF
COMPARING EUROPEAN DEMAND
ELASTICITIES

We have noted in the previous sections that results
from past studies on transport elasticities vary
strongly, and we have explored potential factors
that may cause these differences. Knowledge of
these factors may be useful for harmonization of
(future) international research on the sensitivity of
transport demand to prices.

Our empirical data come from 12 elasticity
studies in 4 European countries: Norway, Finland,
the Netherlands, and the United Kingdom. We are
dealing here with a data set consisting of a limited
number of observations (i.e., elasticity study
results), thus we are facing a high level of uncer-
tainty. Therefore, our indepth analysis of these
causes of variance is based on a meta-analytic
approach. Such an approach can be used to extract
lessons from a limited set of different research
studies.

Meta-analysis is a statistical procedure for com-
bining and comparing research findings from dif-
ferent studies focusing on similar phenomena (see
Hedges and Olkin 1985; Light and Pillemer 1984;
and Wolf 1986). Meta-analysis is particularly suit-
able in cases where research outcomes are to be
judged or compared (or even transferred to other
situations) when there are no controlled conditions.
In the past, a variety of meta-analytical methods
were developed (see e.g., Hunter et al 1982;
Rosenthal 1991). Most meta-analytical techniques
are designed for sufficiently large numbers of case
studies, so that statistical probability statements can
be inferred (e.g., Espey 1996). In this respect, meta-
analysis has demonstrated its validity and useful-
ness as a methodological tool for comparative study
in the social sciences. In conclusion, meta-analysis is
not a single technique, but rather an analytical
approach to comparative study that may comprise
a multiplicity of different methods and techniques,
which are often statistical in nature.

Especially in the case of quasi-controlled or non-
controlled comparative experimentation, the level
of information is often not cardinal, but imprecise
(e.g., categorical, qualitative, fuzzy). In recent
years, rough set theory has emerged as a suitable
analytical tool for dealing with ““soft” data. Rough

set theory, proposed in the early 1980s by Pawlak
(1982; 1991), aims to classify data measured on
any information level by manipulating the data in
such a way that a range of consistent and feasible
cause-effect relationships can be identified, while at
the same time eliminating redundant information.
It has proven to be a useful tool for a large class of
qualitative or fuzzy multi-attribute decision prob-
lems, and can deal with problems of explanation
and prescription of a decision situation where
knowledge is imperfect.

ROUGH SET ANALYSIS

Rough set analysis is essentially a honparametric
statistical method that is able to handle a diverse
and less immediately tangible set of factors. It pro-
vides a formal tool for transforming a data set,
such as a collection of past examples or a record of
experience, into structured knowledge, in the sense
that it can classify objects having distinctive pat-
terns of attributes. Using such an approach, it is
not always possible to distinguish objects on the
basis of available information (descriptors). This
imperfect information causes indiscernibility of
objects through the values of the attributes describ-
ing them and prevents them from being unambigu-
ously assigned to a given single set. In this case, the
only sets that can be precisely characterized in
terms of values of ranges of such attributes are
lower and upper approximations of the set of
objects. We will now set out the basic principles of
this method (for more details, see also Pawlak
1991; Van den Bergh et al 1997; Slowinski and
Stefanowski 1994; and Greco et al 1995).

With reference to a certain finite set of objects
U, it is assumed possible to perceive the differences
existing between them by observing some informa-
tion associated with each of them. A finite set Q of
attributes is identified, which serves to identify and
characterize these objects. As the rough set theory
aims to classify and distinguish data on the basis of
different values their attributes assume with refer-
ence to each object, each attribute g € Q must be
able to assume different values in its domain U,
There must be, therefore, at least two of these val-
ues in order for the attribute to be a significant
basis for the required characterization. If an
attribute is quantitative, its domain is, in practice,
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partitioned into a suitable number of sub-intervals,
which give a good description of the phenomenon
studied, so as to avoid ending up with a distribu-
tion of values with a high number of modalities,
which would not be useful for the analysis intend-
ed. The difficult choice of the bounds (called
norms) used to define these sub-intervals is impor-
tant to ensure a correct application of this ap-
proach and that too much information is not lost
in the translation of original quantitative attribute-
values into qualitative coded values.

At this point, to every object x e U may be asso-
ciated a vector whose components are the distinct
evaluations of x with respect to every attribute of
Q and called description of x in terms of attribute-
values from set Q. The table containing the
descriptions of every x € U by means of the attrib-
utes of the set Q is known as the information table.
It is also possible to obtain a description of x € U
in terms of any one subset of attributes P = Q.

A fundamental concept of rough set theory is
that of the binary relation of indiscernibility,
denoted I,. Two objects x, y € U are said to be P-
indiscernible by means of the set of attributes
P = Q if and only if they have the same descrip-
tion. Naturally, the binary relation I, is reflexive,
symmetric, and transitive (equivalence relation); its
classes, that is, the subsets of U containing all the
objects having the same description in terms of the
attributes from subset P, and only these, are called
P-elementary sets. If all the attributes of Q are con-
sidered, the Q-elementary sets are called atoms.
The P-elementary sets, P = Q, generate a partition
of U, in that every object x € U belongs to one and
only one P-elementary set.

For the definition of rough set, it is necessary to
introduce two other key concepts. LetP = Q bea
subset of attributes and X < U a subset of objects
of U. We define as P-lower approximation of X,
denoted with P X, the subset of U having as its ele-
ments all the objects belonging to the P-elementary
sets contained in the set X, and only these. In other
words, the elements of P X are all the elements of
U belonging to all the classes generated by the
indiscernibility relation I, and contained in X, and
only these.

We define as the P-upper approximation of X,
denoted with P X, the subset of U having as its ele-

ments all the objects belonging to the P-elementary
sets having at least one element in common with
the set X, and only these. In other words, the ele-
ments of P, X are all the elements of U belonging to
all the classes generated by the indiscernibility rela-
tion I, that have at least one representative belong-
ing to X, and only these.

The difference between these sets is known as P-
boundary of X, denoted with Bn, (X) = P X-P, X.
Therefore, PLX = X < PyX results and, conse-
quently, if an object x belongs to P X, it is also an
element of X; if x belongs to P X, it may belong to
the set X; Bnp (X), therefore, constitutes the
“doubtful region” (with reference to its elements,
nothing can be said with certainty about its belong-
ing to the set X). The indiscernibility classes gener-
ated by I, therefore, constitute the basic instrument
of the rough set theory used to obtain a better
knowledge of reality. This knowledge is intended as
a family of partitions of U, generated by the indis-
cernibility relation I, on U, P < Q.

A P-rough set is the family of all subsets of U
that have the same lower and upper P-approxima-
tions. The intention is thus to approximate a set X,
X < U, by means of a pair of sets associated with
it, called lower approximation, P X, and upper
approximation P X, of X, that can be then consid-
ered as a particular case of interval set. Only if P X
= P_ X does X prove to be equal to the union of a
certain number of P-elementary sets and is called
P-definable. Clearly, in this case (and only in this
case), it is possible to affirm with certainty whether
X, X € U, belongs to X, X < U, using the set of
attributes P. Moreover the accuracy of the approx-
imation of X, equal to

card (P X)
card (PyX)

will be at the maximum value (i.e., equal to 1). In
general, therefore, the aim of the rough set analy-
sis is to establish whether x is an element of X on
the basis of the lower and upper approximations of
X, rather than directly by means of a specific char-
acteristic function.

LetY =(Y,, Yy, ..., Y,,) be a certain classification
of U. With reference to the classification Y, we
denote as P-lower approximation and P-upper
approximation respectively, the sets having as their
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elements the P-lower and P-upper approximations
of its classes, that is PLY = (P Y1, PLY,, ..., PLY,)
and PyY = (PyY4, PyY,, ..., PyY,). An indicator of
the quality of the approximation of the partition Y
by means of the set of attributes P, notation y; (Y),
is given by the ratio between the total number of P-
correctly classified objects (i.e., belonging to the P-
lower approximations of Y;, i =1, 2, ..., n), and the
total number of objects considered. This is called
the quality of the classification. This index will
assume its maximum value (equal to one) if, and
only if, each of the classes Y; of Y prove P-defin-
able, that is, if each of them is given by the union
of P-elementary sets.

Another fundamental concept is that of
attribute reduction (i.e., given a classification Y of
the objects of U, the search for a minimal set of
(independent) attributes R that supplies the same
quality of classification as the original set of attrib-
utes P). The minimal subset R = P = Q such that
Yr (Y) = Ve (Y) is called Y-reduct of P and denot-
ed REDy, (P). (Note that a single information table
may have more than one reduct.) The intersection
of all the Y-reducts is known as Y-core of P, that is,
CORE, (P) = N REDy (P). Naturally the core con-
tains all the attributes from P which are considered
of greatest importance in the information table
(i.e., the most relevant for a correct classification of
the objects of U).

In other words, in order to analyze the informa-
tion table, it is sufficient to use any one of the
attribute reducts R < Q, that is, the classification
Y of the objects of U may be characterized without
losing any information using only the attributes
from R, while the information supplied by the
attributes of Q-R prove redundant for this pur-
pose. On the other hand, none of the attributes
belonging to the core may be neglected without
deteriorating the quality of the classification con-
sidered, that is, if any one attribute belonging to
the core is eliminated from the information table, it
will not be possible to obtain the highest quality of
approximation with the remaining attributes.

APPLICATION OF ROUGH SET ANALYSIS

As mentioned in the previous section, rough set
theory is essentially a classification method devised
for non-stochastic information. This also means

that ordinal or categorical information (including

dummies) may be taken into consideration. This

makes rough set analysis particularly useful as a

meta-analytical tool in the case of incomplete,

imprecise, or fuzzy information. We can expect the
following results from the rough set analysis:

m evaluation of the relevance of particular condi-
tion attributes;

m construction of a minimal subset of variables
ensuring the same quality of description as the
whole set (i.e., reducts of the set of attributes);

® intersection of those reducts giving a core of
attributes that cannot be eliminated without dis-
turbing the quality of description of the set of
attributes; and

m elimination of irrelevant attributes.

The application of rough set analysis on trans-
port elasticity values in different countries proceeds
in two successive steps: the construction of an
information survey, and the classification of infor-
mation contained in the survey.

Information survey. In our case, the information
survey consists of a series of public transport elas-
ticity studies based on surveys in four European
countries. Included are both aggregated and disag-
gregated elasticity studies. The total number of
studies considered is limited, in order to eliminate,
as much as possible, differences in definitions of
transport costs and elasticities. The information
survey contains site- and study-specific characteris-
tics (attributes) of these studies. Because of the lim-
ited number of observations, we selected variables
from the criteria listed in the previous section. The
set of chosen variables is based on maximizing the
extent to which elements of other variables are
captured in these. Details of the information survey
are in table 1.2

2 It should be stated that the combination of 12 observa-
tions (in casu, studies/surveys) with 8 explaining attribut-
es leaves us only few degrees of freedom.
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TABLE 1 Concise Survey Table for Meta-Analysis of Transport Elasticities for Public Transport

in Four European Countries

1 2 3 4 5 6 7 8
Level Indicator Number
Year of of Geo- of com-
of data aggre- transport graphical petitive ~ Data Model Elasticity
Country collection gation demand coverage modes type type value
1 Helsinki Finland 1988 Bus, tram,  Trips Urban 2 Cross- Nested -0.48
metro, train section logit
2 Helsinki Finland 1995 Bus, tram,  Trips Urban 3 Cross- Logit -0.56
metro, train section
3 Sullstrom, 1995  Finland 1966-90 Bus, tram,  Person-km Urban, 1 Repeated Linear -0.75
metro, train interurban Cross- demand OLS
section
4 Netherlands Netherlands 1984-85 Bus, tram,  Trips Urban, 2 Panel Linear -0.35/
metro semi-urban demand OLS  -0.40
5 BGC, 1988 Netherlands 1980-86 Bus, tram,  Trips Urban, 2 Time Linear -0.35/
metro semi-urban series demand OLS -0.40
6 Roodenburg, Netherlands 1950-80 Bus, tram,  Person-km Urban, 1 Time Linear -0.51
1983 metro semi-urban series demand OLS
7 Fase, 1986 Netherlands 1965-81 Bus, tram,  Person-km Urban 1 Time Linear -0.53/
metro series demand OLS -0.80
8 Gunn, 1987 Netherlands 1986 Train Person-km Semi-urban 2 Cross- Discrete -0.77
section choice
9 Oum, 1992 Netherlands 1977-91 Bus, tram,  Person-km  Urban, 2 Time Translog -0.74
metro semi-urban series utility function
10 Oslo Norway 1990-91 Bus, tram,  Trips Urban 3 Cross- Multinomial ~ -0.40
metro, train section logit
11  Norway Norway 1991-92 Bus Trips Interurban 5 Cross- Multinomial ~ -0.63
section logit
12 UK UK 1991 Bus, tram,  Trips Urban, 4 Cross- Nested -0.15
metro, train interurban section logit

Note: Studies referred to by a city or country name were part of the EXTRA project. The other studies result from a literature review.

Classification of Information

The rough set approach can effectively handle
guantitative data, but this data must first be con-
verted into qualitative or categorical data by means
of an adequate codification. This is done by means
of a set of thresholds called norms, which discretize
the measurement scales by which the quantitative
data are expressed. This applies to both categorical
and ratio information. The observations or objects
are classified into various categories for each
attribute separately. From the researcher’s view-
point, the introduction of the thresholds could
mean a methodological advantage, because the
discretization of the measurement scale for quanti-
tative attributes should represent the researcher’s
perception of the analyzed phenomenon that can
be represented and analyzed in a form that is
understandable to the researcher. However, this

step is one of the most problematic issues in the
application of rough set analysis.

First, the use of thresholds implies some loss of
information. Second, thresholds are chosen subjec-
tively. For example, the thresholds are often those
that produce some satisfactory approximation of
the considered categories. This is the case in our
survey, for both the attribute variables and the elas-
ticity value range. In general, some sensitivity analy-
sis on the classification used is meaningful, as a
balance needs to be found between homogeneity
and class size. This classification exercise leads then
to a decision table, in which all objects are subdi-
vided into distinct categories for each relevant
attribute. The categories used are listed in table 2.

The resulting coded information table is in table
3. (When we speak of respectively high or low val-
ues of the elasticity size, we refer to the absolute
value of the elasticity.)
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TABLE 2 Categorization of Variables Investigated

Elasticity value

1

2
3
4

Lower than -0.40
—-0.40 to -0.50
-0.50 to -0.60
Higher than -0.60

Explanatory variables

1

1
2
3
4

N

W N PN A WNPFE O W N = Ol N P B A WODNPEFP ®

w N P

Country (COU)
Finland
Norway
Netherlands
UK

Year of data collection (YEA)

1985 and before (including studies using data
periods over 10 years of which the median year
was before 1986)

1986 and after (including studies using data peri-

ods over 10 years of which the median year was
after 1986)

Level of aggregation (AGG)
Bus, tram, metro, train
Bus, tram, metro

Bus

Train

Indicator of transport demand (IND)
Number of trips
Number of person-km

Geographical coverage (GEO)
Urban

Urban and semi- or interurban
Interurban

Number of competitive modes (CMD)
One

Two

Three

Four and more

Data type (DAT)
Time series

Survey, cross-section
Survey, panel

Model/estimation type (MOD)
Basic OLS (linear demand models)
Discrete choice (probit/logit)
Other types

TABLE 3 Coded Table for Meta-Analysis of
Transport Elasticities for Public Transport

Case/ Elasticity
attribute COU YEA AGG IND GEO CMD DAT MOD value
1 1 2 1 1 1 2 2 2 2
2 1 2 1 1 1 3 2 2 3
3 11 1 2 2 1 2 1 4
4 31 2 1 2 2 3 1 2
5 31 2 1 2 2 1 1 2
6 31 2 2 2 1 1 1 3
7 31 2 2 1 1 1 1 3
8 3 2 4 2 2 2 2 2 4
9 31 2 2 2 2 1 3 4
10 2 2 1 1 1 3 2 2 2
11 2 2 3 1 3 4 2 2 4
12 4 2 1 1 2 4 2 2 1

Applying this classification to the samples of
elasticity studies within the four investigated
European countries, four main sets of indicators
and outputs can be calculated.

(1) The reducts, that is, all combinations of
explanatory or independent variables that can
completely determine (or explain) the variation in
the dependent variable, without needing other
explanatory variables. The reducts are given in
table 4. There appear to be, on the basis of the cho-
sen set of characteristics and classification of these
characteristics, two competitive theories for ex-
plaining the variance in the estimated elasticity val-
ues. The first is that this variance is completely
determined by the combination of the country of
data collection, the number of competitive modes,
the type of data collected, and the type of model
used. The second theory is that this variance is
completely determined by the country, the indica-
tor for transport demand, the number of competi-
tive modes, and the type of data collected.

(2) The core, that is, the set of variables that are
in all reducts as discussed under (1), or that are
part of all theories. The core consists of the coun-
try, number of competitive modes, and type of data
collected. Without these characteristics, it is impos-
sible to classify the results of the elasticity studies
according to the considered categories. This means
that these three variables strongly influence the
elasticity size. In conclusion, in addition to the
practical findings mentioned earlier on the differ-
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TABLE 4 Reducts and Core

Reduct Set no. 1 {COU, CMD, DAT, MOD}
Set no. 2 {COU, IND, CMD, DAT}
Core {COU, CMD, DAT}

TABLE 5 Accuracy and Quality of the Classification
of the Elasticity Value

Elasticity Lower Upper
value class Accuracy approximation approximation
Lower than -0.40 1 1 1
—-0.40 to -0.50 1 4 4
—-0.50 to -0.60 1 4 4
Higher than -0.60 1 3 3

Accuracy of classification: 1
Quiality of classification: 1

Note: The accuracy for each class is the lower divided by the
upper approximation.

ence between empirical-based research methods
and the use of disaggregated choice models, coun-
try differences also have a major influence on the
elasticity value.

(3) The lower and upper approximation, and
derived accuracy of relationships for each value
class of the decisional variable. The latter is the
lower divided by the upper approximation of each
class. Accuracy and quality of classification can
also be derived from this (i.e., choice of thresh-
olds). The results are shown in table 5. For all
classes of the elasticity value, the accuracy is 1.
Also, the accuracy and quality of classification are
equal to 1. This value is the maximum value in all
these cases. This means that on the basis of the
chosen characteristics the studies in our sample are

fully discernible regarding the four classes of the
elasticity value. This strengthens the conclusions
on the other indicators from the rough set analysis.

(4) Rules, that is, exact or approximate rela-
tionships between explanatory variables and
dependent variables. These may be considered
“if .. .then...” statements. A rule may be exact
(or deterministic), or approximate (or non-deter-
ministic). An exact rule guarantees that the values
of the decision attributes correspond to the same
values of the condition attributes (same conditions,
same decisions); an approximate rule, on the other
hand, states that more than one value of the deci-
sion attributes corresponds to the same values of
the condition attributes (same conditions, different
decisions). Therefore, only in the case of exact
rules, using the information contained in the deci-
sion table, is it always possible to state with cer-
tainty if an object belongs to a certain class of the
decision variable. An exact rule, therefore, offers a
sufficient condition of belonging to a decision
class; an approximate rule (only) admits the possi-
bility of this. Table 6 shows the rules that can be
generated from our data set. The support of rules
by cases is also a useful indicator. If a rule is sup-
ported by more objects, then it is more important,
for instance, in summarizing the different single
study results.

We see from the decision algorithm in table 6
that all rules generated in the elasticity study infor-
mation survey, using the classes of table 3, are
deterministic. Some statements may then be
derived on the influence of the variables occurring
in this algorithm, but we should take into account
that some of these rules are supported by only one

TABLE 6 Rules Generated by the Rough Set Analysis

Classes of dependent attributes

Implied class of elasticity size

COU=Finland, IND=trips, CMD=2 . . ... ............
COU=Norway, IND=trips, CMD=3 ................
COU=Netherlands, IND=trips, CMD=2, DAT=panel . . ..
AGG=bus/tram/metro, CMD=1 ...................
COU=Finland, AGG=bus/tram/metro/train, CMD=3 . ...
COU=Netherlands, AGG=bus/tram/metro, IND=trips, CMD=2, DAT=time series . .
IND=person-km, GEO=urban and interurban .........
AGG=bUS . . . e

Lower than —-0.40
—-0.40 to -0.50
—-0.40 to -0.50
—-0.40 to -0.50
-0.50 to -0.60
-0.50 to -0.60
-0.50 to —00.60
Higher than -0.60
Higher than -0.60
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observation (e.g., the case of where the country
(UK) implies a relatively low elasticity value).
Nevertheless, within the limits of our small data set
we may derive some interesting information from
these rules. A rule supported by more observations
is that when the area covered is a mixture of the
urban, semi-urban and interurban level, the elastic-
ity value is relatively high.

With the limitation of having only few degrees of
freedom, our analysis leads to some prudent find-
ings. First, conclusions from past elasticity study
reviews on the importance of the difference between
aggregated, empirical-based research methods and
the use of disaggregated choice models, as well as
the model assumptions, seem to be to a certain
extent supported by this application of meta-analy-
sis. In this analysis, there appear to be, on the basis
of a chosen classification of study characteristics,
two competitive theories for explaining the variance
in the estimated elasticity values. The first is that this
variance is completely determined by the combina-
tion of the country of data collection, the number of
competitive modes, the type of data collected, and
the type of model used.

The second theory is that this variance is com-
pletely determined by the country, the indicator for
transport demand, the number of competitive
modes, and the type of data collected. Thus, it
appears that the variables of country, number of
competitive modes, and type of data collected are
important factors in accounting for the elasticity
size. The result of the meta-analysis is, therefore,
that in addition to the practical findings on the dif-
ference between empirical-based research methods
and the use of disaggregated choice models, coun-
try differences also have a major influence on the
elasticity value. This means that, even when the
estimation method is the same in terms of data
used and the model specification, the elasticities for
the different European countries should be looked
at very carefully. The situations between the coun-
tries may differ to a large extent. For example, in
the Netherlands bicycles are a relatively important
mode in comparison with the other countries, pri-
marily because of the relatively short travel dis-
tances, the flat surface, and the good infrastructure
provided for the bicycle. The public transport elas-
ticity of those who are dependent on public trans-

port (e.g., young people) is, therefore, quite high in
comparison with other countries. The short travel
distances in the Netherlands (looking at both
urban and interurban trips) also enlarge substitu-
tion possibilities between other modes.

Further reasons for the high impact of the coun-
try on elasticity values can be found in the cultural
differences between the countries. Differences in
the infrastructure and the quality of public trans-
port also determine the level of competitiveness
between the transport modes.

CONCLUSIONS

The goal of this paper has been to assess the factors
that influence the sensitivity of travelers to public
transport travel costs in Europe, by carrying out a
comparative analysis of elasticity values of trans-
port demand resulting from studies in various coun-
tries. We have made use of a rather limited data set
containing 12 studies/surveys on demand elasticities
with 8 site- and study-specific characteristics. Be-
cause of this, we had only a few degrees of freedom.
By applying meta-analysis, this comparative study
has still led to some interesting conclusions.

The main findings from existing reviews of elas-
ticity studies assessing causes of variances— name-
ly the importance of the difference between
aggregated, empirical-based research methods and
disaggregated choice models, as well as the model
assumptions—seem to be reasonably supported by
our indepth analysis of a set of potential factors of
influence by means of rough set analysis. It appears
that from our set of variables, country, number of
competitive modes, and type of data collected have
the strongest explanatory power for the elasticity
size. The result of our meta-analytic application is
that in addition to the practical findings on the dif-
ference between empirical-based research methods
and the use of disaggregated choice models, coun-
try-specific factors also play a large role. This
means that care should be taken when comparing
elasticities for the different European countries,
even when estimation methods are the same (i.e.,
data used and the model specification). Relevant
country-specific characteristics like natural circum-
stances and travel distances may mean that certain
modes are favored (e.g., the bicycle in the
Netherlands). Cultural differences and differences
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in the quality of public transport are also impor-
tant, as these determine the level of competitive-
ness between the transport modes.

The findings above on the importance of coun-
try-specific factors that determine the price sensi-
tivity of travelers imply that the formulation of a
common transport price policy at the European
level, in terms of harmonizing prices, is a difficult
task, and will probably not lead to a first-best solu-
tion to the rising negative transport externalities in
Europe. Instead, pricing policies for public trans-
port should be adapted to local situations in order
to be able to derive optimal effects.

REFERENCES

Bureau Goudappel Coffeng. 1988. Bepaling Tariefelastic-
iteiten Stads- en Streekvervoer. Deventer, The Nether-
lands.

__.1990. Flankerend Overheidsbeleid, Samenvattende Rap-
portage, Effecten van Wijzigingen in Kosten en Kwaliteit
van Openbaar Vervoer. Deventer, The Netherlands.

Espey, M. 1996. Explaining the Variation in Elasticity Esti-
mates of Gasoline Demand in the United States: A Meta-
Analysis. The Energy Journal 17:3.

European Commission. 1996. Pricing and Financing of
Urban Transport. Transport Research APAS Urban
Transport.

Fase, M.M.G. 1986. De Prijsgevoeligheid van het Stedelijk
Openbaar Vervoer, Economisch Statistische Berichten 5,
no. 11:1073-1077.

Goodwin P.B. 1988. Evidence on Car and Public Transport
Demand Elasticities. Transport Studies Unit, Working
Paper 427. University of Oxford, Oxford, England.

__.1991. Evidence on Car and Public Transport Demand
Elasticities. Transport Studies Unit, Working Paper 427
(revised). University of Oxford, Oxford, England.

. 1992. A Review of New Demand Elasticities with
Special Reference to Short and Long Run Effects of Price
Changes. Journal of Transport Economics and Policy.

Greco, S., B. Matarazzo, and R. Slowinski. 1995. Rough Set
Approach to Multi-Attribute Choice and Ranking Prob-
lems, ICS Research Report 38/95. Warsaw University of
Technology, Warsaw.

Gunn, H. 1987. Level-of-Service Elasticities from NSES. The
Hague, The Netherlands: Hague Consulting Group.

Halcrow Fox. 1993. London Congestion Charging: Review
and Specification of Model Elasticities. Leeds, England:
University of Leeds.

Hedges, L.V. and I. Olkin. 1985. Statistical Methods for
Meta-Analysis. New York, NY: Academic Press.

Hunter, J.E., F.L. Schmidt, and G. Jackson. 1982. Advanced
Meta-Analysis: Quantitative Methods for Cumulating
Research Findings of Cross Studies. Beverly Hills, CA:
Sage.

Light, RJ. and D.B. Pillemer. 1984. Summing Up: The
Science of Reviewing Research. Cambridge, MA: Harvard
University Press.

Luk, J. and S. Hepburn. 1993. New Review of Australian
Demand Elasticities. Australian Road Research Board.

Oum, T.H. 1992. The Structure of Travel Demands in the
Netherlands. The Hague, The Netherlands: Project Office
Integrated Traffic and Transport Studies.

Oum, T.H., W.G. Waters, and J.S. Yong. 1990. A Survey of
Recent Estimates of Price Elasticities of Demand for
Transport. World Bank Working Paper WPS359.

__.1992. Concepts of Elasticities of Transport Demand and
Recent Empirical Estimates. Journal of Transport Eco-
nomics and Policy.

Pawlak, Z. 1982. Rough Sets. International Journal of Infor-
mation and Computer Sciences 11:341-356.

. 1991. Rough Sets. Theoretical Aspects of Reasoning
About Data. Dordrecht, The Netherlands: Kluwer.

Roodenburg, H.J. 1983. De Vraag Naar Openbaar Vervoer,
een Tijdreeksanalyse. Tijdschrift voor Vervoersweten-
schap 19:3-15.

Rosenthal, R. 1991. Meta-Analytic Procedures for Social
Research. Beverly Hills, CA: Sage.

Slowinski, R. and J. Stefanowski. 1994. Handling Various
Types of Uncertainty in the Rough Set Approach. Rough
Sets, Fuzzy Sets and Knowledge Discovery. Edited by W.P.
Ziarko. Berlin, Germany: Springer.

Van den Bergh, J.C.J.M., K. Button, P. Nijkamp, and G.
Pepping. 1997. Meta-Analysis of Environmental Policies.
Dordrecht, The Netherlands: Kluwer.

Wolf, F. 1986. Meta-Analysis: Quantitative Methods for
Research Synthesis. Beverly Hills, CA: Sage.

14 JOURNAL OF TRANSPORTATION AND STATISTICS JANUARY 1998



A Review of the Literature on the Social Cost of Motor Vehicle Use

in the United States

JAMES J. MURPHY
Department of Agricultural and Resource Economics

University of California, Davis

MARK A. DELUCCHI
Institute of Transportation Studies

University of California, Davis

ABSTRACT

Over the past five years, analysts and policymakers
have become increasingly interested in the “full
social cost™ of motor vehicle use. Not surprisingly,
there is little agreement about how to estimate the
social cost or why, with the result that estimates
and interpretations can diverge tremendously. In
this situation, policymakers and others who wish
to apply estimates of the social cost of motor vehi-
cle use might find it useful to have most of the
major estimates summarized and evaluated in one
place. Toward this end, we review the purpose,
scope, and conclusions of most of the recent major
U.S. studies, and summarize the cost estimates by
individual category. We also assess the level of
detail of each major cost estimate in the studies.

INTRODUCTION

Over the past five years, analysts and policymakers
have become increasingly interested in the full
social cost of motor vehicle use. Researchers have
performed social cost analyses for a variety of
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reasons, and have used them in a variety of ways,
to support a wide range of policy positions. Some
researchers have used a social cost analysis to
argue that motor vehicles and gasoline are terrifi-
cally underpriced, while others have used them to
downplay the need for drastic policy intervention
in the transportation sector. In any case, social cost
analyses excite considerable interest, if only be-
cause nearly all of us use motor vehicles.

Interest in full social cost accounting and social-
ly efficient pricing has developed relatively recent-
ly. From the 1920s to the 1960s, major decisions
about building and financing highways were left to
“technical experts,” chiefly engineers, who rarely if
ever performed social cost-benefit analyses.
Starting in the late 1960s, however, *““a growing
awareness of the human and environmental costs
of roads, dams, and other infrastructure projects
brought the public’s faith in experts to an end”
(Gifford 1993, 41). It was a short step from aware-
ness to quantification of the costs not normally
included in the narrow financial calculations of the
technical experts of the past.

Today, discussions of the social costs of trans-
portation are routine. In most accounts, the social
costs of transportation include external, nonmar-
ket, or unpriced costs, such as air pollution costs,
as well as private or market costs, such as the cost
of vehicles themselves. Government expenditures
on motor vehicle infrastructure and services usual-
ly are included as well.

Purposes and Uses of Social Cost Analyses

By itself, a social cost analysis does not determine
whether motor vehicle use on balance is good or
bad, or better or worse than some alternative, or
whether it is wise to tax gasoline or encourage
alternative modes of travel. A social cost analysis
can provide cost data, cost functions, and cost esti-
mates, which can help analysts and policymakers
evaluate the costs of transportation policies, estab-
lish efficient prices for transportation services and
commodities, and prioritize research and funding.
Let us examine these uses more closely *:

Use #1: Evaluate the costs of transportation
projects, policies, and long-range scenarios. In

1See also Lee (1997).
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cost-benefit analyses, policy evaluations, and sce-
nario analyses, analysts must quantify changes to,
and impacts of, transportation systems. The extent
to which a generic national social cost analysis can
be of use in the evaluation of a specific transporta-
tion policy or system depends, of course, on its
detail and quality. At a minimum, a detailed, orig-
inal social cost analysis can be mined as a source of
data and methods for cost evaluations of specific
projects. Beyond this, if costs are a linear function
of quantity, and invariant with respect to location,
then estimates of national total or average cost,
which any social cost analysis will produce, may be
used to estimate the incremental costs for specific
projects, policies, or scenarios. Otherwise, analysts
must estimate the actual nonlinear cost functions
for the project, policy, or scenario at hand.

Use #2: Establish efficient prices for, and ensure
efficient use of, those transportation resources or
impacts that at present either are not priced but in
principle should be (e.g., emissions from motor
vehicles) or else are priced but not efficiently (e.g.,
roads). Again, at a minimum, the data and methods
of a detailed social cost analysis might be useful in
analyses of marginal cost prices. Beyond this, the
average cost results of a social cost analysis might
give analysts some idea of the magnitude of the gap
between current prices (which might be zero, as in
the case of pollution) and theoretically optimal
prices, and inform discussions of the types of poli-
cies that might narrow the gap and induce people to
use transportation resources more efficiently. And
to the extent that total cost functions for the pricing
problem at hand are thought to be similar to the
assumed linear national cost functions of a social
cost analysis, the average cost results of the nation-
al social cost analysis may be used to approximate
prices for the problem at hand.

Use #3: Prioritize efforts to reduce the costs or
increase the benefits of transportation. The total
cost or average cost results of a social cost analysis
can help analysts and policymakers rank costs
(e.g., whether road dust is more damaging than
ozone), track costs over time (e.g., whether the cost
of air pollution is changing), and compare the costs
and benefits of pollution control (e.g., whether
expenditures on motor vehicle pollution control
devices are more or less than the value of the pol-
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lution eliminated). This information can help peo-
ple decide how to fund research and development
to improve the performance and reduce the costs
of transportation.

Overview of the Debate in the Literature

Not surprisingly, there is little agreement about pre-
cisely which costs should be counted in a social cost
analysis, which costs are the largest, how much the
social cost exceeds the market or private cost, or to
what extent, if any, motor vehicle use is “under-
priced.” On the one hand, many recent analyses
argue that the “unpaid” costs of motor vehicle use
are quite large—perhaps hundreds of billions of dol-
lars per year—and hence that automobile use is heav-
ily ““subsidized” and underpriced (e.g., MacKenzie et
al 1992; Miller and Moffet 1993; Behrens et al 1992;
California Energy Commission 1994; Apogee
Research 1994; COWIconsult 1991; KPMG 1993;
Ketcham and Komanoff 1992; Litman 1996).
Others have argued that this is not true. For exam-
ple, the National Research Council (NRC), in its
review and analysis of automotive fuel economy,
claims that ““‘some economists argue that the societal
costs of the ‘externalities’ associated with the use of
gasoline (e.g., national security and environmental
impacts) are reflected in the price and that no addi-
tional efforts to reduce automotive fuel consumption
are warranted” (NRC 1992, 25). Green (1995)
makes essentially the same argument. Beshers (1994)
and Lockyer and Hill (1992) make the narrower
claim that road-user tax and fee payments at least
equal government expenditures related to motor
vehicle use, and Dougher (1995) actually argues that
road-user payments exceed related government out-
lays by a comfortable margin.

We could cite other examples. This extraordi-
nary disagreement exists because of differing
accounting systems, analytical methods, assump-
tions, definitions, and data sources. The root of the
problem is that there are few detailed, up-to-date,
conceptually sound analyses. With few exceptions,
the recent estimates in the literature are based on
reviews of old and often superficial cost studies.
Moreover, some of the current work confuses the
meaning of externality, opportunity cost, and
other economic concepts. And, because there is no
single, universally accepted framework for con-

ducting a social cost analysis of motor vehicle use,
it is often difficult, if not impossible, to make
meaningful comparisons of the results from differ-
ent studies.

In this situation, policymakers and others who
wish to apply estimates of the social cost of motor
vehicle use might find it useful to have most of the
major estimates summarized in one place. This is
the purpose of our paper: to review much of the
present literature on the social cost of motor vehi-
cle use in the United States as an aid to those who
wish to use the estimates. Although we are not able
to provide a simple evaluation of the overall qual-
ity of the studies, we do offer, as a partial indicator
of quality, an evaluation of the degree of detail of
the cost estimates in each study.

Our Review

The studies reviewed are presented in chronologi-
cal order. Generally, we review the purpose, scope,
and conclusions, and summarize the cost estimates
by individual category. We also assess the level of
detail for each major cost estimate in the studies.
In each review, the definitions and terms are
those of the original study. For example, we report
as an “‘external cost” what each study calls an
external cost; we do not define external cost our-
selves and then categorize estimates of each study
with respect to this definition. This of course
means that what may appear in different studies to
be estimates of the same cost—the external cost of
accidents, for example—might actually be esti-
mates of different costs. Because of this, and
because of differences in scope, timeframe, and so
on, one must be careful when comparing estimates.
The bulk of the paper consists of a set of rela-
tively detailed reviews, with tabulations of the esti-
mates of cost and level of detail of some of the
more frequently cited studies. In the main set of
detailed reviews, we include only U.S. studies
whose primary purpose is to estimate some signif-
icant part of the social cost of motor vehicle use.
We do not include studies where the use, review, or
development of estimates is secondary to applica-
tion or theoretical discussion. Also, we do not
review here studies of a single cost category, such
as air pollution or noise (these studies are reviewed
in the appropriate report of the social cost series of
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Delucchi et al 1996). Although this literature
review focuses specifically on U.S. studies,
European studies are summarized at the end of the

paper.

KEELER AND SMALL (1975)

Keeler and Small is one of the most influential and
widely cited studies of the costs associated with
automobile use. It was one of the first attempts to
guantify the nonmarket costs of automobile use,
such as time and pollution, as well as the direct
costs, such as operation and maintenance.
Although most of the costs in this report are now
outdated, and many of the methods have been
improved, we summarize Keeler and Small because
of its influence on subsequent research.

Goals and Methodology

This report develops estimates of the costs of peak-
hour automobile transportation in the San
Francisco Bay Area. To facilitate intermodal com-
parisons, the authors also develop similar cost esti-
mates for bus and rail work trips. They divide
automobile trips into three main components, and
estimate costs associated with each: 1) residential
collection (i.e., going from a residence to the free-
way interchange), 2) line-haul trip (i.e., travel by
freeway to the edge of the central business district),
and 3) downtown distribution. They evaluate two
alternative trip lengths: 1) a 6-mile line-haul trip
with an average feeder distance of 1 mile, and 2) a
12-mile trip with an average feeder distance of 2
miles. For both trips, the downtown distribution is
assumed to be about 0.75 miles in length.

Capital and Maintenance Costs

To estimate highway capacity costs, Keeler and
Small develop statistical cost models for construc-
tion, land acquisition, and maintenance for 1972.
The data used in the three models covers all state-
maintained roads in the Bay Area, including
expressways, arterials, and rural roads. The con-
struction cost model, which accounts statistically for
the effects of urbanization and economies of scale
on expressway construction costs, allows them to
estimate the cost of a lane-mile of freeway under dif-
ferent degrees of urbanization and road widths.

Land acquisition costs are modeled in a similar man-
ner. Finally, maintenance costs per lane-mile are
expressed as a function of the average annual vehi-
cles per lane on the relevant stretch of road.

User Benefits and Costs of Speed

Keeler and Small recognize that there is a tradeoff
between highway traffic speed and capacity uti-
lization: faster speeds save travel time, but result in
lower capacity utilization and increased fuel con-
sumption.? This tradeoff is represented by speed-
flow curves. They develop a model that calculates
optimal tolls and volume-capacity ratios for each
period as a function of time values and lane capac-
ity costs. To develop the model, the authors adjust-
ed the results of a study by the Institute of
Transportation and Traffic Engineering that esti-
mated speed-flow curves for the Bay Area. On the
basis of a literature review, they assume the value
of time in the vehicle is $3 per hour per person.
Finally, they use data on hourly vehicle flows to
determine the peaking characteristics of traffic.

Public Costs

For Keeler and Small, public costs include environ-
mental costs, the costs of police and supporting
social services (e.g., city planning, fire department,
courts), and any maintenance costs related to the
number of vehicles that use the road (as opposed to
the capacity of the road). To estimate police and
social service costs, the authors cite an earlier,
unpublished paper (Keeler et al 1974), in which
they estimated the average costs of police and sup-
porting social services was about 4.5 mills® per
vehicle-mile in the Bay Area. They assume that the
marginal and average costs are about the same.
Their estimate of the environmental costs (i.e.,
noise and pollution) are also drawn from a previ-
ous paper (Keeler and Small 1974). They argue
that marginal noise costs are likely to be low, no
more than one or two mills per vehicle-mile,
because costs are high only on quiet residential
streets where an extra vehicle is likely to be

2 However, fuel consumption is not by any means a sim-
ple linear function of speed, and in some cases a increase
in the overall average speed reduces fuel consumption.

3 One mill equals one-tenth of a cent.
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noticed. They estimate that composite pollution
(the average from all vehicle types) in 1973 cost
about 0.92¢ per vehicle-mile. They note that this is
a conservative figure, because it assumes that the
cost of human illness and death is only equal to
hospital bills and foregone wages. On the other
hand, they expect that this cost will decline as more
rigorous standards come into effect.

Accidents and Parking Costs

To estimate accident costs, Keeler and Small first
compute a national average accident cost figure, and
then use the results of two earlier studies (May
1955; Kihlberg and Tharp 1968) to allocate costs
among the different highway types and locations.
Parking costs are derived by combining the results of
two engineering cost studies (Meyer et al 1965;
Wilbur Smith and Associates 1965). From this, they
derive estimates of the annual cost per parking space
for five types of facilities (lot on central business dis-
trict—CBD—fringe, lot in low land value CBD, and
garage in low-, medium-, and high-value CBD).
They compare the results of these studies with actu-
al rates at privately owned parking facilities in San
Francisco and find that they are consistent.

Related Work

The work of Keeler and Small spawned additional
work by Small (1977) on air pollution costs. The
objective of Small (1977) is *““to provide some
rough and aggregate measures of the economic
costs imposed on society by air pollution from var-
ious transport modes in urban areas.” Small uses
the work of Rice (1966), Lave and Seskin (1970),
and the Midwest Research Institute (1970) to esti-
mate the total health and materials costs of air pol-
lution. He then disaggregates the total pollution
cost by specific pollutant and geography. Finally,
he estimates the motor vehicle contribution to each
pollutant and hence to air pollution damages. The
result is an estimate of $1.64 billion in air pollution
damages by automobiles, and $0.55 billion by
trucks, in 1974.

FEDERAL HIGHWAY ADMINISTRATION (1982)

Goals and Methodology

In the introduction, the authors state:

This report . . . responds to the [congressional]
request for: (1) an allocation of Federal highway
program costs among the various classes of high-
way vehicles occasioning such costs; (2) an assess-
ment of the current Federal user charges and
recommendations on any more equitable alterna-
tives; and (3) an evaluation of the need for long-
term monitoring of roadway deterioration due to
traffic and other factors (p. I-1).

Although the primary focus of the report is the
allocation of federal highway expenditures, appen-
dix E of the report contains a discussion of some of
the social costs and provides estimates of efficient
highway user charges for some of these costs in
1981.# The authors focus solely on costs that vary
with vehicle-miles of travel (VMT). Of 11 cost
items mentioned in the report, the authors attempt
to estimate costs on a VMT basis for 6: pavement
repairs, vibration damages to vehicles, administra-
tion, congestion, air pollution, and noise. Costs
associated with the first two items are significant
for trucks, but negligible for automobiles on a
VMT basis. The authors note that of the five costs
not estimated in cents per VMT, “accidents looks
to be the only category that might lead to a sub-
stantial increase in user charges if more were
known about causal relationships. Other marginal
costs may be large in the aggregate but small in
relation to VMT” (p. E-52). In their conclusion,
they estimate that “‘efficient user charges could
raise almost $80 billion annually (ignoring collec-
tion costs and assuming revenues from different
types of charges are additive), in contrast to the
$40 billion currently spent on highways by all lev-
els of government or the $22 billion now raised by
user fees” (p. E-7). In addition, appendix E also
contains a fairly detailed discussion of the standard
economic theory on which their analysis is based.

4«Efficient highway user charges are those which will lead
to the greatest surplus of benefits over costs, for a given
stock of capital facilities” (p. E-17).
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KANAFANI (1983)

Kanafani is a review of published estimates of the
social costs of motor vehicle noise, air pollution,
and accidents. As he puts it:

the purpose of this report is to review and assess
recent attempts at the evaluation of the social costs
of road transport. It is intended to provide a com-
parative evaluation of the economic magnitude of
the social costs of road transport in selected coun-
tries, particularly as occasioned by the environmen-
tal and safety impacts of motor transport™ (p. 3).

He defines social costs as “those costs that are
incurred by society as a whole, not solely by the
users as direct costs, nor those that are incurred
solely by the nonusers (pp. 2-3). He discusses the
key cost components for each of these categories,
and summarizes the results from other studies.

Kanafani reviews studies from several different
countries, including the United States, France, and
West Germany. Based on a literature review, he esti-
mates that the social cost of noise in the United States
is between $1.3 billion and $2.6 billion (0.06% to
0.1% of GDP), the social cost of air pollution ranges
between $3.2 billion and $9.7 billion (0.14% to
0.36% of GDP), and accidents cost between $33.0
billion and $37.0 billion (about 2% of GDP). (The
year of these estimates varies, because Kanafani
reports estimates from the literature without con-
verting or updating the dollars to a base year. )

FULLER ET AL (1983)

Background and Scope

Fuller et al was prepared in conjunction with the
Federal Highway Administration (FHWA) Cost
Allocation Study (1982). Although the FHWA
report discusses external costs, its primary focus is
on allocating government outlays. Fuller et al, on
the other hand, focuses exclusively on external
costs. The costs identified in this report are: con-
gestion or interference (including accidents), air
pollution, and noise damages. The analysis was
performed using data for 1976 to 1979, with fore-
casts for 1985.

Although the report “does not undertake to
develop new techniques for the measurement of
damages,” and instead performs ““a comprehensive
review of the literature and data available for each

type of damage” (p. 4), it does in fact use detailed
models to estimate marginal and total costs, par-
ticularly for noise.

The work of Fuller et al was incorporated into
the FHWA study, and has been cited in a number
of others.

Congestion and Accident Costs

Fuller et al model traffic interference and marginal
accident rates as a function of the volume-to-
capacity ratio on several different functional class-
es of roads (interstates, arterials, collectors, and
local roads in rural and urban areas). They com-
bine these functions with estimates of the value of
time by functional road class, and the injury, fatal-
ity, and property damage costs of accidents, to pro-
duce marginal cost curves for the different
functional classes of roads.

Air Pollution Costs

Fuller et al estimate air pollution costs in three
steps. First, they review and analyze the literature
on the health, vegetation, and materials damages
of air pollution (e.g., Small 1977; Lave and Seskin
1970) in order to estimate dollar damages per ton
of each pollutant. Second, they multiply the dollars
per ton estimates by the U.S. Environmental
Protection Agency estimates of grams per mile of
emissions, for each pollutant, and sum across all of
the pollutants, to obtain dollars per VMT. Finally,
they “correct™ the dollars per VMT estimates for
“microscale” differences in exposure, meteorology,
and other factors.

Noise Costs

Fuller et al calculate the dollar cost of motor vehi-
cle noise in residential areas as the product of three
factors:

1. the number of housing units in each of up to
three distance/noise bands along roads: moder-
ate exposure (55 to 65 dBA), significant expo-
sure (65 to 75 dBA), and severe exposure (more
than 75 dBA);

2. excess dBA of noise, equal to the noise level at
the midpoint of each distance/noise band minus
the threshold noise level (assumed to be 55
dBA);
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3. the dollar reduction in property value per excess
dBA (estimated to be $152 per excess dBA in
1977 dollars).

They use a 1970s-vintage noise generation equa-
tion to delineate the distance/noise bands, and
national average data on housing density, housing
value, and traffic volume. They do not consider
noise costs outside of the home.

MACKENZIE ET AL (1992)

Goals and Methodology

The goal of this report is to quantify the costs of
motor vehicle use in the United States that are not
borne by drivers. Because it is one of the more wide-
ly cited studies on the social cost of motor vehicle use
in the United States, we provide some additional
comments on the derivation of their cost estimates.

Two types of costs are identified in this study:
market and external. “Market costs are those that
are actually reflected in economic transactions . . .
(They) represent the direct, ordinary, expected
costs of owning and operating a motor vehicle” (p.
7). Examples of this include vehicle purchase, fuel
and maintenance costs, and road construction and
repair. External costs, or externalities, are those
costs, such as global warming and illnesses result-
ing from pollution, that are not incorporated into
market transactions. Social costs are the sum of
market and external costs.

The results of this study are summarized in
table 1. MacKenzie et al estimate that the annual
market costs not borne by drivers in 1989 was
about $174.2 billion, and that the annual external
costs not borne by drivers totaled $126.3 billion,
for a total of approximately $300 billion.

Most of the cost estimates provided by Mac-
Kenzie et al are direct citations from another work
or simple extrapolations from someone else’s
analysis. In the following sections, we discuss some
of the estimates derived by MacKenzie et al. The
costs in table 1 that we do not discuss below are
essentially direct citations from other studies.

Highway Services

In this category, MacKenzie et al mean to include
police motorcycle patrols and details for auto theft,
parking enforcement, accident aid, fighting garage

TABLE 1 Annual Social Costs of Vehicle Use not
Borne by Drivers: 1989
MacKenzie et al 1992

Market costs $ billion
Highway construction and repair 13.3
Highway maintenance 7.9
Highway services (police, fire, etc.) 68.0
Value of free parking 85.0
Total market costs 174.2
External costs

Air pollution 10.0
Greenhouse gases 27.0
Strategic petroleum reserve 0.3
Military expenditures 25.0
Accidents 55.0
Noise 9.0
Total external costs 126.3
Total social costs 300.5

fires, and various public works expenses, such as
traffic and road engineering. Their estimate of the
cost of these services is from Hart (1986), which in
turn is based on Hart’s earlier, more detailed analy-
sis (Hart 1985).

Hart’s (1986) estimates of the national cost of
highway services is an extrapolation of his detailed
estimate for the city of Pasadena. This extrapola-
tion is questionable. Moreover, it appears that
some of the costs that Hart (1985; 1986), and
hence MacKenzie et al, count as highway service
costs are actually highway capital and operating
costs in FHWA (1990), and hence are double
counted in MacKenzie et al.

Employer-Paid Parking

MacKenzie et al assume that 86% of the work-
force commute by car, and that 90% receive free
parking, and use this to calculate that 85 million
Americans receive free parking at work. Assuming
that the average national value of a parking space
is $1,000 (Association for Commuter Transpor-
tation 1990),> MacKenzie et al estimate that the
annual parking subsidy for workers is about $85
billion.

5 This estimate probably is too high (Delucchi et al 1996).

MURPHY & DELUCCHI 21




MacKenzie et al note that their estimate is for
the cost of free parking at work, and therefore it
does not include the cost of free parking for other
kinds of trips. Because commuting to work consti-
tutes only 26% of all vehicle trips, the cost of free
parking for nonwork trips is probably not trivial.

Climate Change

Because there is so much uncertainty about the
magnitude, effects, and costs of climate change,
MacKenzie et al assume that ““it is not possible to
accurately estimate the actual costs of the current
buildup of greenhouse gases” (p. 14). Instead, they
develop an “imperfect” estimate, based on Jorgen-
son and Wilcoxen (1991), that a phased-in carbon
tax that reached $60 per ton of carbon emissions
(about 20¢ per gallon of gasoline) in the year 2020
would reduce emissions to 80% of the 1990 level
by 2005. By assuming that motor vehicle fuel con-
sumption would continue at roughly 1990 levels,
MacKenzie et al estimate that a phased-in tax of
20¢ per gallon would eventually cost motorists
about $27 billion per year, which they use as an
estimate of the cost of climate change. We empha-
size that this is not an estimate of the damage cost
of global warming at all, but rather an estimate of
the aggregate revenue from a somewhat arbitrarily
assumed carbon tax on gasoline.

KETCHAM AND KOMANOFF (1992)

Goals and Methodology

Ketcham and Komanoff are concerned about the
inefficient use of New York City’s transportation
infrastructure. They believe that the compactness
of New York City creates an opportunity to pro-
vide people with a greater variety of transportation
alternatives, but that public policies are skewed
toward motor vehicle use and prevent these oppor-
tunities from materializing. They argue that New
York City’s “transportation and air pollution prob-
lems are solvable, through an approach that sys-
tematically charges motorists for a fair share of the
fiscal and social costs of driving and invests much
of the revenues in transit and other non-motorized
modes™ (p. 3). Their paper explains this approach,
and how it can “benefit the vast majority of resi-
dents in the region” (p. 3).

In their report, costs are divided into four cate-
gories. 1) The costs that motorists pay when they
drive are called “the direct costs of roadway trans-
portation borne by users.” Examples of these
direct costs include vehicle purchase, fuel, insur-
ance, and maintenance and repair. 2) The costs of
building and maintaining roads, net of user fees
such as tolls and taxes, are called “the direct costs
of roadway transportation borne by non-users.”
3) The portion of motor vehicle externalities, such
as congestion, noise, and accidents, that is borne
by motorists in the act of driving is called “the
externality costs borne by users.” 4) Finally, envi-
ronmental damages and other external costs that
are borne by society as a whole are called “exter-
nalities borne by non-users.”

Much of the paper is devoted to public policy
issues that focus primarily on New York City.
However, a portion of the paper provides an analy-
sis of the social costs of motor vehicle use for the
whole United States. Our review focuses on
Ketcham and Komanoff’s national estimates, most
of which they derived from their review of other
published studies, particularly FHWA (1982), Eno
Foundation (1991), and MacKenzie et al (1992).
The results of their study are shown in table 2, and
discussed in more detail below.

Direct Costs of Roadway Transportation

Ketcham and Komanoff’s estimates of the direct
costs borne by drivers—vehicle ownership, taxi
services, school bus transport, and freight move-
ment by truck—are from the Eno Foundation
(1991). They do not estimate the national costs
associated with off-street parking. Their estimates
of the direct costs not borne by drivers—costs asso-
ciated with roadway construction, maintenance,
administration and services—are calculated from
FHWA data on highway finances (FHWA 1990).

Externalities of Roadway Transportation

Accidents and congestion. In Ketcham and Koman-
off, the two largest external costs are congestion
($168 billion) and accidents ($363 billion), which
combined represent almost 75% of their total esti-
mated external costs of roadway transport. To esti-
mate congestion costs they use the cost factors in the
FHWA Cost Allocation Study (1982), adjusted to
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TABLE 2 Costs of Roadway Transportation
in the United States: 1990
Ketcham and Komanoff 1992

Direct costs of roadway transportation

borne by users $ billion
Personal transportation (auto) 510.8
Taxi/limousine services 7.5
School bus transport 7.5
Freight movement by truck 272.6
Roadway construction and maintenance 48.1
Off-street parking n.e.
Total direct costs of roadway modes (A)* 798.4
Direct costs of roadway transport
borne by non-users
Roadway construction, maintenance,

admin. services 16.0
Parking n.e.
Total direct costs not borne by users (B) 16.0
Externality costs borne by users
Congestion costs 142.8
Air pollution: health and property costs 15
Accident costs 290.4
Noise costs 11
Pavement damage to vehicles 15.0
Total externality costs borne by motorists (C) 450.8
Externality costs borne by non-users
Congestion costs 25.2
Air pollution: health and property costs 28.5
Accident costs 72.6
Noise costs 211
Vibration damage to buildings and infrastructure 6.6
Land costs 66.1
Security costs 33.4
Climate change 25.0
Total externality costs borne by non-users (D) 278.5
Total cost of roadway transport (A+B+C+D) 1,544
Direct cost of roadway transport (A+B) 814
External cost of roadway transport (C+D) 729
Roadway costs borne by everyone (B+D) 295

n.e. = not estimated.

LIt is unclear why Ketcham and Komanoff did not include the
cost of “Roadway construction and maintenance” in this total.
It probably was an oversight. In any case, we report the totals
as they are shown in the original source.

1990 dollars, but not to 1990 congestion levels.
Their estimate of the national cost of motor vehicle
accidents is from the Urban Institute (1991). The
bulk of these two external costs is borne by users.

Land costs. According to Ketcham and Koma-
noff, the land cost of motor vehicle use is one of
the largest external costs borne by nondrivers.
They estimate the land cost nationally by scaling
the estimated cost in New York City. They estimate
the cost in New York City on the basis of three
assumptions: that street space is one-third of the
city’s land area; that half of the street space is need-
ed for movement of public vehicles, bicycles, and
pedestrians (and therefore is not to be assigned to
motor vehicle use); and that the value of the land
in New York City is 45% of the city’s $26 billion
budget derived from property taxes. They then
estimate the national land cost by scaling up the
cost in New York City on the basis of population
and labor force.

One can question all three of the assumptions
that Ketcham and Komanoff use to estimate the
value of land devoted to motor vehicle use in New
York City. Certainly, one can question the basis for
scaling the result from New York City to the entire
country. Beyond that, however, it is not clear to us
why they consider all of the estimated land value to
be an external cost: FHWA's estimates of the cost
of road construction (FHWA 1990), which
Ketcham and Komanoff use in their national
analysis, include the cost of acquiring rights-of-
way for roads. Hence, at least some of the cost of
the land is counted as an infrastructure cost, and is
partially recovered from users through user fees.

Air pollution and noise. Ketcham and Koma-
noff derive their estimate of the cost of air pollu-
tion ($30 billion) from the estimates in the FHWA
Cost Allocation study (1982), which the authors
say are consistent with the ranges published in
other studies. (Actually, on basis of these other
studies, the authors feel that their estimate of $30
billion is conservative.) Noise cost estimates are
derived from a 1981 study for FHWA by the
Institute of Urban and Regional Research at the
University of lowa (Hokanson et al 1981), which
estimates the nationwide costs of noise in 1977.
Ketcham and Komanoff make some adjustments
to this figure to account for differences between
1977 and 1990.
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HANSON (1992)

Goals and Methodology

Hanson’s article **delineates the nature and magni-
tude of automobile subsidies in the United States
and considers their significance for transportation
and land use policy. The central argument . . . is
that the U.S. transportation system, based on and
designed largely for the automobile, has been sys-
tematically subsidized in a way that produces a
more dispersed settlement pattern than would have
otherwise evolved” (p. 60).

In Hanson, an automobile subsidy is any direct
cost of providing for and using the automobile sys-
tem that is not paid for privately or through a
transportation fee. Hanson uses data provided by
the state of Wisconsin, supplemented with a review
of existing studies, to estimate these subsidies. Wis-
consin is used because it is near the national aver-
age for the percentage of state highway user
revenues shared with local governments, and
because Wisconsin is unique in its extensive report-
ing requirements.

Direct Costs

Hanson divides direct costs into three major cate-
gories. Highway construction includes right-of-way
acquisition, engineering, signage, and construction
costs for pavement, bridges, culverts, and storm
sewers. Highway maintenance includes mainte-
nance of pavements, bridges, culverts, storm sew-
ers, and traffic control devices, and snow plowing.
Other highway infrastructure includes machinery
and vehicles, buildings, debt service payments, and
street lighting. Hanson analyzes government data
to make these estimates. After estimating the gross
direct costs, Hanson nets out offsetting user rev-
enues to calculate the subsidy to motor vehicle use.

Externalities and Other Indirect Subsidies

Hanson estimates the external costs of air pollu-
tion, water pollution resulting from road salt use,
personal injury and lost earnings associated with
accidents, land-use opportunity costs for land
removed from other sources, and petroleum subsi-
dies. Hanson points out that there are a number of
other external costs, such as noise and community
disruption, that he has not attempted to quantify.

In order to estimate air pollution costs for
Madison, Wisconsin, he notes that the midpoint
estimate in the studies of national costs that he
reviewed was $7 billion. To allocate a share of this
to Madison, he multiplied this midpoint figure by
the ratio of the population of Madison to the pop-
ulation of the United States.

To estimate the personal injury costs associated
with accidents, Hanson multiplies the number of
accidents in 1982 (1,628 according to the
Wisconsin Department of Transportation, WDOT)
by the personal injury cost per accident ($7,700).
He also uses a WDOT estimate of the cost of lost
earnings, $1.6 million. These estimates do not
include a value for fatalities.

Hanson also uses WDOT data to generate an
estimate of the value of property damages resulting
from accidents. However, in quantifying the
amount that should be considered a subsidy, he
assumes that “because a substantial portion of
property damage is insured by automobile users
via separate insurance coverage, and to a lesser
degree by direct payments, those costs are mostly
internalized and, therefore, not included.”

Hanson assumes that “a land opportunity cost
occurs when land, used for roads, could have been
used for some other purpose.” A subsidy will result
if more than the “optimal” amount of land is used
for highways. To provide a rough estimate of this
subsidy, Hanson assumes that one-third of the sur-
face area of highways in Madison is unnecessary.
This is based on two assumptions. First, according
to Cervero (1989), local roads provide 80% of the
lane-miles, but only 15% of the vehicle-miles.
Second, he assumes that higher travel costs would
reduce travel demand and alter land use in the long
run. He uses foregone property tax revenues to
estimate the cost of land, and calculates that, with
the existing property tax rates, Madison would
gain $1 million in revenues if the area of roadways
was reduced by one-third.

Hanson notes that air emissions from motor
vehicles contribute to water pollution and acid rain,
but believes there are few reliable published esti-
mates of the damages. As a result, he focuses only
on damages from road salt. He begins with the esti-
mates provided by Murray and Ernst (1976),
adjusts their figures to avoid double counting, con-
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verts their estimate to 1983 dollars, and finally allo-
cates a portion of the cost to Madison on the basis
of the population in the snowbelt ““salt zone.”

To estimate petroleum subsidies, Hanson uses
Hines’ (1988) estimates of the depletion allow-
ances and other tax breaks received by the petrole-
um industry in 1984. This is allocated to Madison
by combining gasoline consumption for personal
travel in Madison with the subsidy level per British
thermal unit (Btu).

CONGRESSIONAL RESEARCH SERVICE
(BEHRENS ET AL 1992)

Goals and Methodology

Congress asked the Congressional Research
Service (CRS) to summarize for the U.S. Alter-
native Fuels Council what is known about mone-
tary estimates of the side effects (external costs) of
oil used in highway transportation. In its analysis,
CRS considers three kinds of costs: economic costs
stemming from the dependence on world oil mar-
kets, national defense costs, and health and envi-
ronmental impacts. They review previously
published studies, and develop what they believe
are reasonable low- to mid-range estimates of the
monetary value of these external costs.

The results of this study are summarized in
table 3. Note that CRS, like Kanafani (1983), re-
ports estimates directly from the literature without
converting or updating the dollars to a base year.

Economic Costs of Oil Dependence

CRS considers two effects on the economy due to
oil dependency: the risk of a supply disruption, and
the market power or monopsony effect. The for-
mer is the result of exposure to “possible market
manipulation or disruption by exporting nations™
(p. 7). Some of the potential adverse impacts in-
clude higher inflation and unemployment, as well
as possible balance of payments and exchange rate
effects. The range of estimates of the costs associ-
ated with this are from zero to $10 per barrel.
Multiplying the results of a mid-range estimate by
U.S. oil imports for 1990, the authors estimate a
$6 billion to $9 billion cost to the economy due to
the risk of disruption.

TABLE 3 Estimated External Costs of Oil
Used in Transport
Congressional Research Service
(Behrens et al 1992)

(Billions of dollars)

Cost category Low High
Risk of supply disruption 3.2 4.9
Monopsony effects 11.3 13.0
Military expenditures 0.3 5.0
Air pollution—human health 3.6 3.6
Air pollution—crop damages 11 11
Air pollution—material damages 0.3 0.3
Air pollution—uvisibility 0.8 0.8
Oil spills n.e. n.e.
Total with monopsony effects® 105 17.0

Total without monopsony effects? 21.8 30.0

n.e. = not estimated.

1 The estimates in each category and the totals shown here are
those reported in Behren